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Learning analytics (LA) provides insight into student performance and progress, allowing for targeted interventions and support to improve the student learning experience. Uses of LA are diverse, including measuring student engagement, retention, progression, student well-being and curriculum development. This article provides perspectives on the uses of LA in the UK through the analysis of an expert-led panel discussion held in June 2022. Two institutional case studies and a general overview from an LA service are presented, outlining examples of LA from both an institutional and national viewpoint. Following this, this article analyses the panel discussion themes in relation to the literature, covering both the data quality procedures and practices for learning, teaching and assessment. Outcomes and benefits from case studies are highlighted, which serve as best practice for other Higher Education institutions.
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Introduction

Data and analytics have become integral to Higher Education institutions, facilitating informed decision-making regarding learning and teaching activities. Learning analytics (LA) enhances understanding of student learning practices, enabling targeted adjustments to the curriculum and course content (Tippens Reinitz et al., 2022) and can be used to highlight issues around student dropout and retention (Aldowah et al., 2019; Hernández-de-Menéndez et al., 2022), though further action is needed to address these issues.

As online systems capture new forms of engagement data, LA practices must evolve to ensure ethical and transparent data use. This article aims to further understand the range of LA practices that are being used in UK Higher Education (HE). To investigate and compare perspectives, researchers held an online event with three HE experts, including short presentations and a facilitated discussion. The results are presented as case studies of experts’ views, followed by an analysis of the themes that emerged from the facilitated expert discussion.

Literature review

LA has evolved as a field of interest since 2008. One of the earliest accepted definitions of LA was proposed at the 2011 Society for Learning Analytics Research (SOLAR) conference: LA is ‘the measurement, collection, analysis and reporting of data about learners and their contexts, for the purposes of understanding and optimising learning and the environments in which it occurs’ (Long & Siemens, 2011, p. 34).

Banihashem et al. (2018) reviewed LA studies between 2014 and 2017 and found that many of them focused on the benefits of LA in education. These benefits include a deeper understanding of student behaviour and interaction with teaching materials, which can help institutions develop interventions to improve student engagement and retention. Other literature identified potential problems and challenges for LA, such as ethics and privacy, storage, data quality and alignment with educational foundations, such as learning theories, pedagogical and learning design considerations (Banihashem et al., 2018; Francis et al., 2020). In this article, we focus on two of these aspects: data quality and alignment with learning, teaching and assessment.

Challenges for LA systems

Data quality

Effective utilisation of data is not always possible as data may be held separately in different applications or platforms, which create data silos (Ifenthaler & Yau, 2020). A strategic approach to data use is needed (e.g. prioritise the selection of data that will be most useful for the purpose required). This will optimise the quality of interventions based on data-informed decisions (Macfadyen & Dawson, 2012).

Artificial Intelligence overlays on ‘big data’ (i.e. where data have been aggregated into a data warehouse or data storage facility) offer analysts the ability to identify patterns within the information. Nevertheless, the risks of cumulative data inaccuracies increase if the algorithms have not been carefully developed. As Tippens Reinitz et al. (2022) note ‘all people have implicit biases and different ways of interpreting the world, [and] these biases and differences are baked into analytics processes’ (p. 23).

Alignment with learning, teaching and assessment

LA should support learning, teaching and assessment processes rather than being reduced to performance and engagement. LA tools, however, have not always been developed with educational aspects in mind or made a strong link with learning design (Banihashem et al., 2018). Studies such as Hernández-de-Menéndez et al. (2022) do that by measuring student usage of online learning systems; higher usage may be correlated with predicting student grades. Ifenthaler and Yau (2020) also found that visualisations through dashboards were beneficial to promote learning but should include information about learning tasks and the learning progress towards specific goals.

LA dashboards have been developed that show a summary of these visualisations which could be staff or student-facing. Both are intended to show student usage with online systems (Macfadyen & Dawson, 2012), incorporating data such as time online using the virtual learning environment (VLE), log-in frequency and regularity, attendance and library use data. For staff-facing dashboards, the benefit is that systems such as Personal Tutors can use these data as the basis for a discussion with the student to provide transparency around any decisions based on LA data. Student-facing LA dashboards can motivate learners by incentivising them to change their engagement goals (Kim et al., 2016). However, there are ethical challenges in configuring these dashboards to show useful and meaningful data, as the information may be perceived differently depending on the student’s achievement level (Kim et al., 2016). For example, the measurement of interaction data from the VLE does not necessarily equate to student engagement. Therefore, collaboration with students is essential to ensure that dashboards are configurable so that students see the data that best serve their specific learning goals (Macfadyen & Dawson, 2012).

Furthermore, the reasons for study success may vary significantly with different learners (Tinto, 2017). The mechanism of making interventions because of LA needs to be embedded and supported within the institution’s learning and teaching processes. For instance, some students may need discussions with a Personal Tutor as a response to LA reports to be able to structure a way forward in their progression and/or performance. Other students may benefit from the use of tasks, such as assignment deadline reminders to help them manage their work and study balance. Those using LA systems also need to consider whether they are using the tools to identify potential underperformance, such as student retention. Alternatively, LA also presents positive enforcement, such as encouraging students who are already performing well.

Research methods

This paper investigates how specific institutions are meeting both data quality and learning, teaching and assessment challenges informed by LA practices. This article uses a case study methodology to inform practice. ‘A case study can be defined as an intensive study about a person, a group of people or a unit, which is aimed to generalise over several units’ (Gustafsson, 2017 quoted in Heale & Twycross, 2018, p. 7). Case studies were based on two UK Higher Education institutions (University of Bedfordshire and University of Hertfordshire) that have implemented LA and a general overview from an UK institutional LA non-profit service agency (Jisc). The research questions are:

RQ1: How can the findings of the case studies be used to inform practice around LA data quality processes?

RQ2: How can the findings of the case studies be used to inform practice around student engagement (such as the use of dashboards and personal tutoring for student engagement)?

RQ3: How can the findings of the case studies be used to inform practice around institutional reporting (such as retention)?

The research method involved data collected from a recorded panel discussion on LA held on 28 June 2022, organised by the Association for Learning Technology East England (ALT, 2023). Ethics approval was obtained from the School of Education and Social Care at Anglia Ruskin University to undertake the research (application number ETH2122-0378). Panel members were provided with an outline of the themes to be discussed and asked for consent to record the discussion and use the data for research purposes and publication prior to the panel.

The panel discussion lasted 90 min and consisted of three, 5-min presentations offering different perspectives on LA, followed by a facilitated discussion led by one of this paper’s co-author’s (and member of ALT East England’s organizing committee). The panel discussion was recorded online via Microsoft Teams, and the audio was transcribed using Microsoft Stream and was edited for accuracy by a member of the research team. The transcript was then subject to a thematic analysis, which is a qualitative research method suited ‘for identifying, analysing and reporting patterns (themes) within data’ (Braun & Clarke, 2006, p. 79).

The authors first used the facilitated discussion questions as an initial thematic structure, and relevant passages in the transcript were coded under each theme. Other transcript passages deemed relevant but did not fit under one of the themes were also coded separately. This resulted in data infrastructure and processes, predictive analytics, alignment with learning and teaching, engaging staff training and support, and data accuracy as initial themes. This process diverges from Braun and Clarke’s (2006, p. 94) recommendation to avoid ‘using of the data collection questions (such as from an interview schedule) as the themes that are reported’. However, after further analysis, data accuracy, and data infrastructure and processes were grouped into data quality processes (RQ1). Alignment with learning and teaching, and engaging staff were subsequently divided into student engagement and institutional reporting measures (RQ2 and RQ3). This demonstrates that repeated thematic analysis is likely to change the themes and subthemes depending on how they relate to each other forming coherent patterns. Furthermore, whilst the questions provided an initial structure, the authors had to code the responses to these questions to identify coherent and consistent patterns by grouping-related codes. These patterns subsequently became subthemes. The main challenge to coherence and consistency (Braun & Clarke, 2006) was to delineate unique patterns relating to the case studies and those themes and subthemes, which were common across the case studies. There were also codes which went beyond the panel discussion and were predominately introduced by audience comments and questions. Part of the analysis consisted of making decisions on how relevant codes and emerging themes were related to the research questions and if there was enough data to constitute a theme or subtheme. For example, predictive analytics and engaging staff had insufficient data richness so were not included in this paper.

Once the coding was done and the themes and subthemes were identified, we allocated selected themes to each author, for analysis and interpretation, supporting the findings with the literature, and including transcript quotes to illustrate points made which are reported in the Results and discussion section. Quotes are attributed to the presenters and facilitator according to their respective organisations and are cited in the article as Jisc (JiscRep), University of Hertfordshire (Herts) or University of Bedfordshire (Beds) and the ALT East England facilitator (Author). Images in this article either received authors’ permissions (Jisc Learning Analytics, personal communication 2022) or were covered by Creative Commons licence (Sclater et al., 2016, p. 19).

Results and discussion

This section is structured according to the research questions. For the analysis of RQ1, a general overview is provided of the overarching themes found on data quality processes from the three case studies, before examining the outcomes for each of the respected institutional case studies. For the analysis of RQ2 and RQ3, a general overview of learning, teaching and assessment is given in the context of the three case studies. Following this, the benefits and outcomes of the institutional case studies are explored separately for RQ1 and RQ2.

General overview of data quality processes (RQ1)

According to JiscRep, institutions adopt LA for different reasons. The three main drivers are using data to inform retention, learner engagement and progression. JiscRep stated that increasingly universities are also using LA to inform well-being and curriculum revision.

For this data to be available to inform different audiences and processes, institutions need a data architecture to support LA. Sclater et al. (2016) described and illustrated the architecture as being comprised of three levels: data input, data warehouse and data processing and output in the form of staff dashboards, student apps, and alerts and interventions (see Figure 1):

Figure 1.Jisc’s learning analytics architecture (Sclater et al., 2016, p. 19).
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This shows how data from sources such as the VLE, the SIS [Student Information System], library systems and students’ own ‘self-declared’ data feed into the learning analytics warehouse. At the heart of the architecture is the learning analytics processor where predictive analytics are carried out, and lead to action coordinated by the alert and intervention system. Visualisations of the analytics for staff are available in a series of dashboards, and a student app allows learners to view their own data and compare it with others. (Sclater et al., 2016, p. 18, emphasis in original)

Similarly, JiscRep described that an institutional data architecture comprises three layers – the data layer consisting of structured and unstructured data from different systems including student records and education systems such as the library, attendance, media and the learning management system or virtual learning environment (VLE). The other two layers are data storage and analysis, and data presentation and action (see Figure 2).

Figure 2.Overview of the processes from data collection to presentation (Jisc Learning Analytics, personal communication, 2022).
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Depending on the available data sources and processing, data can provide hindsight as descriptive (what happened) and diagnostic (why did it happen) analytics, or foresight as predictive (what will happen) and prescriptive (how to make it happen) analytics (see Figure 3).

Figure 3.Types of analytics in education (Jisc Learning Analytics, personal communication, 2022) based on Gartner’s Analytics Ascendancy Model (Maoz, 2013; McNellis, 2019) – recoloured.
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Central to data quality is system architecture. Figure 1 illustrates how the Jisc LA systems operate. Structured data are collected from institutional student record systems alongside unstructured data brought in via Application Protocol Interface (API), plugins or direct databases from educational systems. These systems include the VLE, library systems, attendance monitoring systems, lecture capture and other applications. Data are stored and analysed in Jisc’s ‘learning data hub’, and after aggregation, the data are visible on specific dashboards for both staff and student users.

Outcome of the case studies to inform practice around data quality processes

Data accuracy is critical to the success of all LA systems and the decision-making processes that rely on it. Author noted that achieving total accuracy is difficult due to both the potential for human error and system issues. This causes further challenges when actions are based on the data (Gupta et al., 2021).

Beds noted that systems which lack data entry validation or contain information that is not regularly checked may result in inconsistencies between different information repositories. These problems are common to most educational institutions and may also include problems with the interoperability of data formats and data quality (Arroway et al., 2016). Arroway et al. (2016) also note that two-thirds of respondents believed that data used for analytics are not always accurate. On some occasions, particular tools simply do not correctly aggregate analytics data.


We did work with [our VLE] because the mobile app was giving inaccurate data to us, and 70% of our students use the [VLE] app, so we have very high usage of it. So, we needed to ensure that that data was accurate. (Herts)



As a consequence, robust checks were required to investigate how these data inaccuracies were caused and to prevent them in future. Herts mentioned how they worked with their VLE provider Instructure Canvas to ensure the data were accurately captured, though they did not outline the specific actions. Problems may also occur when incorrect data are entered manually into the system:


We do have issues with it where it’s academic staff inputting assignments incorrectly… especially because students take notice of [the grades]… So, when they’re seeing the total module grade as being inaccurate, it really then does [start], a conversation or two with the students and with the staff. (Herts)



Institutions may address the accuracy of manually inputted data through support and training:


We’re running lots of CPD for our staff, so I’m running assessment surgeries and we’re doing training for new staff where we can sit with the staff members and make sure that their assignments are set up correctly, talk them through the process. (Herts)



Additionally, it also required communication with academic staff, which was done through a mix of methods:


… we did a video that went out onto the program sites for the students. We did lots of communications […] so we can send them announcements and things like that out to them. (Herts)



In summary, the case studies suggest that the data quality processes were more about culture change, incorporating communications, promotion and training to raise awareness of the LA system with academic staff. Additionally, institutions that have put processes in place to assure the quality of their data will benefit from the LA systems that rely on them. Herts described how the introduction of the LA system was gradual, with a pilot with 15 programs. Arroway et al. (2016) describe this method and the benefits of getting people to report on the issues or using other staff to cross-check data. The resulting cleaner data will result in improved data-informed decision-making and overall benefits for staff and students.

General overview of LA practice around learning, teaching and assessment (RQ2 and RQ3)

Jisc LA systems primarily focus on measuring student engagement, retention, progression, student well-being and curriculum development (Jisc, 2023). According to JiscRep, a major driver for measuring retention is the reporting required by the Office for Students (OfS). The OfS regulates UK higher education, with responsibilities such as distributing funding, granting degree-awarding powers, and collecting and analysing different types of official statistics related to performance monitoring, including student retention measures (Office for Students, 2024a). Furthermore, institutions are motivated to measure student engagement because higher engagement is a factor in student retention and progression. As stated by JiscRep, Higher Education institutions want insights into students’ progression and completion of their courses as these are performance indicators reported to the UK Higher Education Statistics Agency (HESA). HESA, now part of Jisc, collects and analyses data on universities and colleges in the UK to inform policy and decision-making in higher education (HESA, 2024a). HESA statistics are also a statutory requirement (HESA, 2024b), though broader in scope than OfS performance measures, providing a detailed picture of the Higher Education landscape.

The student dashboards supporting Personal Tutors and module leaders are the main ways to measure engagement. LA supports Personal Tutors by providing evidence of how students are performing and engaging with their learning, therefore affording the basis of a discussion with students. Module leaders use LA to understand how students used the course material and engaged in activities and to identify potential areas where their teaching provision could improve. Furthermore a student dashboard can encourage students ‘to take control and champion their own learning by setting their own goals and benchmarking themselves against their peers’ (Jisc, 2023).

Herts has a bespoke, built-in-house system, which is used for personal tutoring and student engagement. A ‘Programme level’ display is included, which shows student enrolment and assignment submission information. For example, students with missing summative assignments are highlighted.

Further information shown by the ‘Programme level’ display includes the average summative and formative score from all the modules upon which the student is enrolled, reading list views for all modules and the last date the student swiped their library card on campus. In addition, there is an ‘engagement status’ column, which shows whether student engagement fell below a threshold and whether an email has been sent to students.

Herts noted that ‘all our referrals are done by humans. We don’t have any systems [automatically] referring our students on, it’s the personal tutor…’. A Personal Tutor would know the personal circumstances of the student and have more insight into any changes in activity over a particular period. Herts said that ‘programme leaders only have access to their own programme of study and then they give access to personal tutors who need to see students on their particular programme’. This information is not revealed or disclosed inadvertently to preserve confidentiality.

Herts explained the engagement status as:


We then have a module engagement score and now this is engagement with our virtual learning environment, and this is a score out of three, three being high, zero being low. And it is done by our VLE algorithm, and it looks at the different participation with page views put together and it gives them a score. (Herts)



There is also an ‘Individual Student’ view, which shows more specific information around the factors contributing to their engagement status. Herts explains that ‘all the different modules will be listed. We can then see which modules [the student is] actually missing summative assignments and their current summative score. We could then look at missing formative and average formative scores’.


We have a participation level, and this again is to do with our VLE and this is how many times they are engaging with things like quizzes and discussion boards, submitting assignments. We then have the last time that they’ve gone into these particular modules, the total activity time they’ve spent inside the module. (Herts)



One issue is that a calculation needs to be made about what constitutes the level of student engagement. Herts described one example of the process used to show how the score is different for each context and module:


[The system] …pulls in the stuff for example like clicking on different items inside the VLE, engaging with quizzes, submitting assignments, how many page views, how many hours have they spent… then it compares it to the rest of the cohort. So, that score of three is like 3 tiers. So the top tier would be closer to three, the lowest tier down to 0, and that’s how it scores and sorts them. (Herts)



However, over time, Herts realised that the assignment hand-ins and students not logging in at all indicated the students most at risk.

Herts also described how the system offers module analytics where the engagement status of a single student can be compared against the rest of the cohort. In addition, students can see their own data through a visual dashboard called ‘My Learning’. The student dashboard is more visual, showing data such as summative and formative grades, classroom and VLE engagement in a graphical format. A summary was given:


For us, it ties in nicely with our personal tutor framework that goes hand-in-hand. We are able to identify early who are our at-risk students. Emails are triggered to our non-engaging students, which are very much supportive emails, asking the students to go to their personal tutors. (Herts)



The emails provided a way to contact students. Herts did not say whether this intervention increased student engagement subsequently, or whether there were increased meetings with Personal Tutors.


Yousuf and Conlan (2015) found that enabling peer comparisons amongst learners can support motivation and engagement. Herts described how their VLE allows students to compare themselves to other students concerning both formative and summative assessments. This feature has always been available to students. Herts did not say whether students could opt out or decline to have their data included. However, Herts did comment that when students were questioned in focus groups about the ability to compare their marks with other students, most stated they wanted to know how they compared to their peers. Herts said that although the assignment grades gave students some indication of their study performance, the VLE data analytics offered them more detailed, comparative information. Herts noted that their bespoke LA tool emphasises the competitiveness between students. The LA tool also highlights to students when they are underperforming and suggests when they might need to approach a Personal Tutor for further support. Herts stated that staff appeared more anxious about this function being visible to learners than the students.


Burleson et al. (2005) and Harvey and Keyes (2019) found that the way students utilised social comparison to better-performing peers impacted the interpretation of the comparison. For example, those students who aspired to be like their better-performing peers used the comparison to improve their self-perception. In contrast, those who felt they performed worse than their peers experienced a negative effect on their self-perception. This suggests that students should be coached on constructively using the LA comparisons available to them. In addition, although students liked being able to compare themselves to their anonymised peers, due to concerns around privacy they did not want this information to be available to those outside their course (Santos et al., 2012).

Outcomes for the case studies to inform practices around student engagement

A benefit of the system is that it gives module leaders a way to develop their assignments, activities and content purposefully. The systems provided a way for the module leader to further improve or streamline the curriculum design. Herts mentioned the LA dashboard served as an additional verification of what worked in a module alongside student feedback. The outcome was that module leaders could make evidence-informed decisions about how they could design their teaching content in the future. For example, a long video could be made shorter or split into multiple different videos if students did not engage with the longer video.

Outcomes from the case studies to inform practices around institutional reporting measures

Beds stated their dashboard, which was built in-house, enables comparison against institutional benchmarks such as continuation rates, which are reported to the OfS (Office for Students, 2024b). The benefits of this LA system to Beds were that the system indicates the extent to which a course performs against the HESA reporting measures such as continuation rates, which are indicators of course quality and viability. These specific benchmarks are required by the Condition B3 indicator, which is designed to measure whether students achieve outcomes recognised for employment or further study (Office for Students, n.d.), and the Teaching Excellence Framework (TEF) indicator which demonstrates student outcomes and experience indicators (Office for Students, 2023). The TEF is the UK university assessment scheme, run by the OfS, that evaluates the quality of undergraduate teaching in universities and other higher education providers (Office for Students, 2023). ‘The TEF does this by assessing and rating universities and colleges for excellence above a set of minimum requirements for quality and standards’ (Office for Students, 2023). Beds’ dashboard is designed to show whether the University meets, exceeds or falls below the benchmark indicator threshold, and what data contribute to this indicator:


The dashboard is designed to present the institutional continuation rate against the threshold and to provide incrementally detailed breakdowns all the way down to course level. This enables us to drill down to the required levels so that we can identify areas of good practice or to target any areas that may be cause for concern and require intervention. (Beds)



The data can be viewed at three levels: at the top level, 4-year aggregate figures are shown at an institutional level, then broken down by course, type/delivery, campus and OfS subjects grouped according to Level 2 of the Common Aggregation Hierarchy (CAH2). The Common Aggregation Hierarchy (CAH) is a standardised system for grouping subject codes and terms for UK universities, which allows for comparison between institutional subjects (HESA, 2024c). There are three levels (CAH1, CAH2 and CAH3) (HESA, 2024c). CAH1 is the broadest and comprises major subjects (e.g. Engineering and Business), CAH2 provides additional groupings (e.g. Mechanical Engineering) and CAH3 gives the most specific groupings (e.g. Aerospace Engineering).

For Beds, the second level of the dashboard shows the CAH2 subjects, which are then broken down by course type and campus, and further defined into more granulated OfS subjects, at level 3 of the Common Aggregation Hierarchy (CAH3). Finally, the dashboard can view the CAH3 as course type, campus and individual course code. With the three levels of data, the dashboard can show how the data contribute to each institutional benchmark. For example, a course like Biology may meet the OfS benchmark and threshold for continuation, but further analysis may reveal the foundation year has an underperforming level of continuation. For example, Beds described:


We can estimate our continuation rate to within two or three percent. So we know it is generally going up. So we almost predict what the OfS are going to tell us in a year’s time just to give us a heads up on what to expect. (Beds)



This level of detail allows Beds to identify areas of best practice in certain subjects or courses or intervene if performance falls below the OfS benchmark threshold. Beds illustrated a fictional example of an issue such as falling student numbers, and how the data could be interrogated to extrapolate trends, to see if the data were a continuing trend or an outlier. It showed how different courses (such as foundation degrees) fed into this data, and how to isolate a particular course that was showing negative trends for reporting purposes. According to Beds, this data could then be used to investigate good practices around the courses that exceeded these benchmarks.

Conclusion

This article discussed the benefits, challenges and opportunities LA may provide for Higher Education. Data from the various electronic systems that students engage with, such as the VLE, attendance monitoring, library systems and the student information system, can draw a picture of learner engagement and performance at individual, module, programme and institutional levels, thus enabling the monitoring of student progression and performance, as well as institutional performance of academic programmes. LA provides opportunities for positive interventions to support students’ academic and social well-being, institutional benchmarks and a way to highlight student engagement with modules and programmes. With appropriate actions, this can lead to change and improved outcomes.

The discussion elicited several challenges around data quality (accuracy and consistency) and using data to inform best practices in learning, teaching and assessment (Sclater & Mullan, 2017). For data quality, some of the issues are around the institutional data infrastructure and the need for training, and effective procedures on using LA to ensure the systems are integrated most effectively. Whilst some of the data infrastructure can be outsourced (e.g. Jisc learning analytics services), data use requires institutions to invest in expertise and procedures, such as different dashboards for different data, data officers and access permissions. For learning, teaching and assessment practices, whilst most institutions use data to monitor performance against data reported to HESA, data used to inform the curriculum and student support (such as personal tutoring) are ongoing (Ahern, 2018, 2020; Cormack & Reeve, 2020; Newham & Francis, 2021).
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